Validation of Image-Based Method for Extraction of Coronary Morphometry
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Abstract—An accurate analysis of the spatial distribution of blood flow in any organ must be based on detailed morphometry (diameters, lengths, vessel numbers, and branching pattern) of the organ vasculature. Despite the significance of detailed morphometric data, there is relative scarcity of data on 3D vascular anatomy. One of the major reasons is that the process of morphometric data collection is labor intensive. The objective of this study is to validate a novel segmentation algorithm for semi-automation of morphometric data extraction. The utility of the method is demonstrated in porcine coronary arteries imaged by computed tomography (CT). The coronary arteries of five porcine hearts were injected with a contrast-enhancing polymer. The coronary arterial tree proximal to 1 mm was extracted from the 3D CT images. By determining the centerlines of the extracted vessels, the vessel radii and lengths were identified for various vessel segments. The extraction algorithm described in this paper is based on a topological analysis of a vector field generated by normal vectors of the extracted vessel wall. With this approach, special focus is placed on achieving the highest accuracy of the measured values. To validate the algorithm, the results were compared to optical measurements of the main trunk of the coronary arteries with microscopy. The agreement was found to be excellent with a root mean square deviation between computed vessel diameters and optical measurements of 0.16 mm (<10% of the mean value) and an average deviation of 0.08 mm. The utility and future applications of the proposed method to speed up morphometric measurements of vascular trees are discussed.
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INTRODUCTION

The analysis of spatial blood perfusion of any organ requires detailed morphometry on the geometry (diameters, lengths, number of vessels, etc.) and branching pattern (3D angles and connectivity of vessels). Despite the significance of morphometric data for understanding the distribution of blood flow and hemodynamics, the data are relatively sparse. The major reasons for the scarcity of morphometric data are the tremendous labor involved and the necessity to cope with the large amount of data. To reconstruct a vascular structure involving a significant number of vessels in most organs is an extremely labor-intensive endeavor. The solution is to develop a labor-saving methodology for extracting morphometric data from volume rendered images.

Several methods to measure morphometric data, such as vessel diameters, semi-automatically can be found in the literature. Some approaches are based on fitting geometric objects to the data such as generalized cylinders. Since the selected geometric objects are well known, diameters and centerlines can be identified. Other approaches deploy region growing. By using an atlas, Passat et al. divided the human brain into different areas to optimize a region growing segmentation of brain vessels. Subsequently, the atlas was refined by adding morphological data, such as vessel diameter and orientation, to extract a vascular tree from phase contrast MRA data. Spaan et al. extracted coronary vessels from serially sectioned frozen hearts based on maximum intensity projections and manually determined the dimensions using virtual calipers.

The vessel boundary must be first determined to identify the centerline and compute the radius as the distance between the centerline and the boundary. A number of segmentation approaches are available to
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determine the vessel boundary including surface
extraction based on an energy function of the image
gradient,\textsuperscript{15} deformable meshes,\textsuperscript{16} hysteresis threshold-
ing and region growing,\textsuperscript{30} and distance to the vessel
wall subject to a penalty function.\textsuperscript{44}

Once the boundary is extracted, the centerlines
can be determined. An overview of available tech-
niques can be found in the paper by Cornea \textit{et al.}\textsuperscript{12}
For computing centerlines, topology- or connectiv-
ity-preserving thinning is a common approach.\textsuperscript{38,51,52} Ukil
and Reinhardt\textsuperscript{48} introduced a smoothing approach for
airways of a lung based on an ellipsoidal kernel before
segmenting and thinning the 3D volumetric image. By
using the Hessian of the image intensity, Bullitt \textit{et al.}\textsuperscript{9}
developed a ridge line detection method to identify
centerlines. The algorithm by Aylward and Bullitt\textsuperscript{1} is
based on intensity ridge traversal. The resulting cen-
terlines are smoothed using a B-spline-based approach.
Zhang \textit{et al.}\textsuperscript{94} described a centerline extraction algo-

method based on Dijkstra’s algorithm using a distance-
field cost function.

Once the centerline is determined, quantitative data,
such as lengths, areas, and angles, can be extracted.\textsuperscript{29,52}
A detailed data structure for building an airway tree
was described by Chaturvedi and Lee.\textsuperscript{11} Recently,
Nordsletten \textit{et al.}\textsuperscript{31} proposed an approach that seg-
ments vessels of rat kidney based on iso-surface com-
putation. Using the surface normals, the surface
projects to the center of the vessels, while a snake
algorithm collects and connects the resulting point
cloud. To analyze the branching morphology of the rat
hepatic portal vein tree, Den Buijs \textit{et al.}\textsuperscript{8} compared the
radii and branching angles of the vessels to a theoret-
ical model of dichotomous branching.

In this study, we introduce a software tool for
extracting and measuring tubular objects from volu-
metric imagery of CT images of porcine coronary
arteries. The proposed method identifies the vessels
determines the centerlines of those vessels; i.e., it
reduces the entire vasculature to a curve-skeleton. This
in turn allows the software to compute the vessel
diameter at any given point as the distance between the
centerline and the vessel wall. Furthermore, the
method is validated against manually determined
optical measurements of vessel diameters to assess its
accuracy. Hence, this study represents the first vali-
dation of a segmentation algorithm with actual vessel
casts measured optically.

METHODS

\textit{CT Images of Coronary Arteries}

Five hearts from normal Yorkshire swine of either
sex with body weight of 34.3–42.1 kg were studied. The
animals were fasted overnight and ketamine, 20 mg/kg,
and atropine, 0.05 mg/kg, were administered intra-
muscularly before endotracheal intubation. The ani-
mals were ventilated using a mechanical respirator and
general anesthesia was maintained with 1–2\% isoflu-
rane and oxygen. The chest was opened through a
midsternal thoracotomy, and an incision was made in
the pericardium to reach the heart. The animals were
then deeply anesthetized followed by an injection of a
saturated KCl solution through the jugular vein to re-
lax the heart. The aorta was clamped to keep air bub-
bles from entering the coronary arteries, and the heart
was excised and placed in a saline solution. The left
anterior descending (LAD) artery, the right coronary
artery (RCA) and the left circumflex (LCX) artery were
cannulated under saline to avoid air bubbles and per-
fused with cardioplegic solution to flush out the blood.
The three major arteries (RCA, LAD, and LCX) were
individually perfused at a pressure of 100 mmHg with
three different colors of Microfil (Flow Tech Inc.,
MV-112, MV 117, MV-130) mixed with Cab-O-Sil to
block the capillaries resulting in the filling of only
the arterial tree down to precapillary levels. After the
Microfil was allowed to harden for 45–60 min, the
hearts were kept in the refrigerator in saline solution
until the day of the CT scan. The scans were made
axially (120 mAs 120 kV, 0.6 \times 0.6 \times 1.0 mm\textsuperscript{3}) on a
16-slice scanner (Siemens Somatom Sensation 16).

\textit{Optical Measurements of Vessel Trunk}

After CT scanning of the casts (Fig. 1a), the hearts
were immersed and macerated in 30\% potassium
hydroxide solution for 3–4 days to remove the tissue
and obtain a cast of the major coronary arteries and
their branches (Fig. 1). The trunk of the LAD, RCA,
and LCX casts was then photographed using a dis-
section microscope and a color digital camera (Nikon).
For each photograph, the diameter of the three main
trunks were measured at each branch from the prox-
imal artery to where the trunk becomes <1 mm in
diameter. The optical measurements of diameters
along the length of the trunk were made using Sig-
maScan Pro 5 software. The measurements were then
compared to the values retrieved from the extraction
algorithm using the distance to the proximal artery as
reference.

\textit{Computer-Assisted Extraction of Morphometric Data
from CT Volumetric Images}

The proposed system extracts morphometric data
from a volumetric image in several steps. Although a
brief summary of the algorithm is given here, a detailed
description can be found in the appendix. As outlined
in Fig. 2, the algorithm first segments the vessels within the volumetric image based on the image gradients. In order to get a more accurate representation of the vessel boundary, the points resulting from the segmentation step were moved along the gradient direction in such a way that they were located at the maximal gradient. This provides a more precise and smoother representation at sub-voxel level of the boundary compared to using the original voxel locations. The vectors were then computed for every point on the boundary detected by the previous step in such a way that all vectors were pointing inwards to the center of the vessel. In the simplest case, the image gradients can be used at the boundary. Using a trilinear interpolation, a vector field covering the inside of the vasculature was computed after a tetrahedrization of all the boundary points was determined. Finally, the points on the centerlines were computed using a topological analysis of the vector field within the cross sectional area of the vessels and connected based on the topology of the tetrahedrization. This then results in a precise representation of the centerlines of all vessels within the volumetric image. Figure 1 depicts a typical data set shown as a volume rendering (Fig. 1a) and a geometric reconstruction based on the centerlines and vessel radii (Fig. 1b) from similar view directions. The vessel diameters were then computed as the distance between the center and the vessel boundary. The major trunk of the artery was defined along the path of the larger diameter at each bifurcation.

Data and Statistical Analysis

In order to facilitate a statistical analysis for the five hearts, the position along the RCA, LAD, and LCX arteries was normalized with respect to the total length (from inlet of artery down to 1 mm diameter). Hence, the results were expressed in terms of fractional longitudinal position (FLP), ranging from 0 to 1. The data for both the independent (FLP) and dependent variables (diameter) were then divided into 20 equal intervals: 0–0.05, 0.06–0.1, 0.11–0.15, ..., 0.91–0.95, 0.96–1.0. The results were expressed as means ± 1SD (standard deviation) over each interval. The root mean square (rms) error and average deviation between computer-based and optical measurements were determined. Paired t-tests for the three trunks separately were performed.
used to detect possible differences between groups and intervals. For this, the average measurements of the optical and computer-based methods for all hearts pooled together were used within each interval.

RESULTS

The algorithm was first validated on a simple, computer-generated phantom dataset that included a tubular-shaped object. Since this data set was computer-generated, the location of the centerlines and the diameters were known and any effects of the scanning step were avoided. The centerline was extracted and the radii determined. This test indicated that both the centerlines as well as the diameters were extracted very accurately at an average error of 0.7% and rms error of 1.1%. For true validation, the coronary arterial CT images were used (Fig. 1). The proposed algorithm extracted the curve-skeleton from the volumetric data set to identify the centerlines of the vessels and to extract morphometric data. The extracted curve-skeleton describes the centerlines of the arterial vessels found within the data set. When using a sub-section of the porcine coronary image, it can be seen that the curve-skeleton is well defined and located at the center of the arterial vessels, as shown in Fig. 3. Based on the centerlines, the vessel lengths were determined as the length of the centerline while the vessel radii were computed as the distance between the centerline and the vessel wall. The overall lengths of the main trunks measured from the beginning of the most proximal artery to the end of approximately 1 mm diameter ranged from 8.4 to 10.7 cm for LCX, 10 to 13.8 cm for LAD, and 11.2 to 18.7 cm for RCA. The average diameters for LAD, LCX, and RCA were determined as 2.52, 2.78, and 3.29 mm, respectively.

In order to validate the results derived from CT images (Fig. 1a), the manual optical measurements were compared to the computed values for the main trunks of the LAD, LCX, and the RCA branches. The distance to the proximal artery was used as a reference to compare the optical diameter measurements to the image-extracted values. Figure 4a shows a typical example of the LAD trunk diameter for one representative heart. Computer-based CT and optical measurements are both plotted together in this graph. The length of this branch down to the point of scan resolution (~1 mm) was 9.9 cm. As can be seen from the two curves, the diameters that were manually measured (dashed) agree with the ones determined by the software system (solid) very well. Figures 4b and 4c show the results for the LCX and RCA branch of the same heart, respectively. The lengths of these branches were 8.4 cm and 11.4 cm, respectively. According to paired t-test, the probabilities for no statistically significant difference for the three major trunks were 0.23 (LAD), 0.76 (LCX), and 0.64 (RCA). Hence, there were no statistically significant differences between the two measurements (p > 0.05).

In order to facilitate a direct comparison between the manually measured data and the computed values, the data were normalized along the length to a scale between zero and one. The inlet of the artery was identified as zero, while the point at which the trunk reached 1 mm diameter was set to one. Figures 5a–c show a comparison of the manually measured and computer-based diameters for all five hearts. The horizontal bars represent the standard deviation (SD) within each bin with respect to the measured lengths. Similarly, the SD of diameter values within each bin is shown as a vertical bar. The computer-based algorithm sampled more measurements as compared to the optical method. As a result, there is a larger variation in the FLP for the computer-based method. As can be seen from these graphs, the manually measured diameters agree very well with the computer-generated values. There were no statistically significant differences between the two sets of measurements at each interval (paired t-test per interval p > 0.05, averaged for all five hearts). Furthermore, the rms error between the two measurements of all vessels is 0.16 mm (0.21 mm for LAD, 0.14 mm for LCX, and 0.11 mm for RCA) which is < 10% of the average value with average deviation of 0.08 mm (0.11 mm for LAD, 0.08 mm for LCX, and 0.05 mm for RCA).

FIGURE 3. (a) A segment of coronary artery cast and (b) extracted curve-skeleton (solid line) of the coronary segment with the vessel boundary indicated by the point cloud.
DISCUSSIONS

Validation of Image-Based Extraction Algorithm

The algorithm described in this paper utilizes a less computationally intensive method of computing the vector field. Also, the topological analysis of the 2D vector fields within cross-sectional areas of the vessels can be computed more efficiently compared to previous topology-based methods. This allows the software to process a CT scanned data set within a few hours which potentially can be further reduced by optimization of the code. In addition, the proposed algorithm does not require the introduction of artificial starting points for the topological analysis. In fact, the singularities defining the centerlines are generated by projecting the vector field onto the cross-sectional areas of the vessels.

The direct comparison of the diameter values retrieved by extracting the three vessel branches from the CT scanned images and the optical measurements using the cast polymer verify the accuracy of the proposed algorithm. Figure 4 shows the data for the main
Comparison with Other Studies

Some methods begin with all voxels of a volumetric image and use a thinning technique to shrink down the object to a single line.\cite{Wischgoll2004,Corne2008} Ideally, the topology of the object should be preserved as proposed by Lobregt et al.\cite{Lobregt2004} which is the basic technique used in commercial software systems, such as Analyze\textsuperscript{TM}. The disadvantage of this approach is that it tends to produce jagged lines which do not allow accurate measurements of branch angles. Luboz et al.\cite{Luboz2004} used a thinning-based technique to determine vessel radii and lengths from a CTA scan. A smoothing filter was employed to eliminate the jaggedness of the thinning process and the results were validated using a silicon phantom. A standard deviation of 0.4 mm between the computed and the actual measurements was reported for a scan with similar resolution as that used in this paper. The disadvantage of thinning algorithms is that they can only be applied to volumetric data sets. Since the approach presented in this paper is not based on voxels it can be applied to non-volumetric data; i.e., it is also applicable to geometric data sets, such as those obtained from laser scans. Furthermore, the location of the centerline is determined at a higher numerical precision since the defining points are not bound to a single voxel. This also helps avoid the jagged representation of the centerlines.

Other approaches use the distance transform or distance field in order to obtain a curve-skeleton. For example, fast marching methods\cite{Seth2004,Shi2004} can be employed to compute the distance field. Voxels representing the centerlines of the object are identified by finding ridges in the distance field. The resulting candidates must then be pruned first. The resulting values are connected using a path connection or minimum span tree algorithm.\cite{Lee1990,Zhang1984} The distance field can also be combined with a distance-from-source field to compute a skeleton.\cite{Lobregt2004} Similar to thinning approaches, these methods are voxel-based and tend to generate the same jagged centerlines. This implies that a centerline can deviate from its original location by up to half a voxel due to the numerical representation. The proposed approach does not have this shortcoming as it uses a higher numerical precision for determination of centerlines.

A more recent method by Cornea et al.\cite{Cornea2006} computes the distance field based on a potential similar to an electrical charge and then uses a 3D topological analysis to determine the centerlines. This approach has some disadvantages, however, when applied to CT-scanned volumetric images. For example, it is computationally intensive such that computing the distance field alone would take several months. Furthermore, due to the rare occurrence of 3D singularities used as starting points for topological analysis, additional criteria have to be added. The present algorithm avoids this by linearly interpolating the vector field within the vessels and by performing a 2D topological analysis in cross sections of the vessels only. This results in a significantly shorter computational time for generation of data which is very important for large data sets.

Techniques based on Voronoi diagrams\cite{Edelsbrunner1983,Shi2004} define a medial axis using the Voronoi points. Since this approach usually does not result in a single line but rather a surface shaped object, the points need to be clustered and connected in order to obtain a curve-skeleton. Voronoi-based methods can be applied to volumetric images as well as point sets. These methods usually tend to extract medial surfaces rather than single centerlines. Hence, clustering of the resulting points is required which in turn may introduce numerical errors.

For extracting centerlines from volumetric images, geometry-based approaches are preferable over voxel-based approaches. Due to the discrete nature of a voxel of the volumetric image, the location of the centerline can have an error of half a voxel. Geometry-based methods do not have this shortcoming. Nordsetten \textit{et al.}\cite{Nordsetten2013} determined normal vectors based on an iso-surfaces computed using the volumetric image. These normal vectors are projected inward. The resulting point cloud is then collected and connected by a snake algorithm. Since this method estimates the normal vectors, the center of the vessel is not necessarily in the direction of the normal vector. Hence, the computed centerline may not be absolutely accurate. Our
The proposed technique is based on a vector field analysis with vectors pointing toward the vessel center. This method is more lenient with regard to vector direction while still finding accurate center points. Hence, the proposed technique compensates for this type of error automatically. It is therefore expected that a more precise computation of center points is possible. The approach based on a 3D vector field analysis proposed by Cornea et al. results in very accurate computation of the centerlines. The only difficulty with this approach is that computing the centerlines for a CT-scanned volumetric image of the size $512 \times 512 \times 200$ would take several months, which renders it impractical.

**Critique of Method**

The choice of the initial threshold of the gradient only influences the smallest vessel detected. Hence, a more optimal choice of this threshold can lead to smaller vessels being visualized (limited by the scanner resolution). However, the location of the vessel boundary that is identified by the algorithm is not influenced by this threshold. As a consequence, choosing a different threshold does not change the quantitative measurements and their accuracy. To find an optimal threshold, the first step of the algorithm was executed. If sufficient vessel boundaries were not identified, the threshold was decreased. In case of too much noise, the threshold was increased. After few iterations, an appropriate threshold value was found and the same threshold was used for all data sets.

In some instances, the method fails to connect a smaller vessel to the larger branch at the bifurcation. Since the center lines of the vessels are computed properly, the gap closing step is capable of connecting most of these bifurcations properly. Furthermore, a clear definition of a vessel segment is necessary in order to avoid false bifurcations. Since the proposed algorithm is designed based on topological analysis, a vessel that forks off of a branch is required to have a considerable length in order to be detected. As a result, the presented technique tends to pick up less false bifurcations due to bumps in the vessel boundary compared to algorithms based on Voronoi diagrams. Finally, the present analysis is simplified by casting of the arterial side only without the respective veins. In future studies, algorithms can be established to distinguish and analyze each of the two trees, respectively.

**Significance of Study**

The present method accurately extracts vascular structures including dimensions (diameters and lengths) from volumetric images. The validation of the computed diameters with optical measurements confirms the accuracy of the method. The algorithm can extract the main trunk as well as the entire vascular tree within the scan resolution. Future applications to the entire tree will allow the determination of vessel diameters and lengths as well as bifurcation angles to reconstruct a realistic anatomy of the vasculature. Such accurate and detailed anatomical models will serve as an architectural platform for hemodynamic analysis of blood flow. The present study is the first step in that direction.

**APPENDIX**

**Computer-Assisted Extraction of Morphometric Data from CT Volumetric Images**

The algorithm for extraction of curve-skeletons and determining morphometric data from volumetric images consists of several steps. A detailed description of all steps involved in the algorithm can be found below along with the theoretical framework for the methodology.

**Topological Analysis of Vector Fields**

The algorithm utilized in this study uses the topology of a vector field defined on the faces of a tetrahedralized set of points. Thus, the vector field is defined by three vectors located at the vertices of a triangle. The vector field inside the triangles is interpolated linearly by computing the barycentric coordinates of the point within the triangle. These coordinates are then used as weights for linearly combining the three vectors defined at the vertices of the triangle to compute the interpolated vector. The advantage of such a linear interpolation is an easier classification of topological features which is briefly described below.

In topological analysis, the zeros of the interpolating vector field are of interest. Synonyms for these zeros are singularities or critical points. Based on the eigenvalues of the matrix of the interpolating vector field, these critical points can be separated into different groups. Within each group, the vector field assumes similar characteristics. Very detailed analysis of these groups and their characteristics can be found in the literature. In order to identify points on the centerline, singularities where the vectors point toward that specific point are of interest. These types of singularities are attracting node and focus singularities (eigenvalues of matrix $A$ are negative), as well as attracting spiral singularities (eigenvalues of matrix $A$ have non-zero imaginary part) as depicted in Fig. 6a–d.
Methodology for Extraction of Quantitative Information

The algorithm for determination of the curve-skeleton consists of several steps. Since the object is given as a volumetric CT-scanned image, the object boundary must to be extracted first. A vector field is then computed that is orthogonal to the object boundary surface. Once the vector field is computed, the curve-skeleton can be determined by applying a topological analysis to this vector field. As a last step, gaps between segments of the curve-skeleton can be closed automatically and vessel diameters can be computed. The following subsections explain these steps in detail.

Extraction of Object Boundary

The CT-scanned vasculature is defined by a volumetric image. A volumetric image consists of voxels aligned along a regular 3D grid. It is generally not likely that the boundary of the vessels is exactly located at these voxels. Hence, better precision can be achieved by finding the exact location in between a set of voxels. Since an accurate representation of the object boundary is crucial to the algorithm, improvement of the precision is an essential step. The method used within the described system uses similar techniques as described by Canny's non-maxima suppression but extended to three dimensions.

First, the image gradient is computed for every voxel. Using an experimentally determined threshold, all voxels with a gradient length below this threshold are neglected. The gradients of the remaining voxels are then compared to their neighbors to identify local maxima along the gradient. In 3D, the direct neighborhood of a single voxel generally consists of 26 voxels forming a cube that surrounds the current voxel. In order to find the local maximum along the current gradient, the gradients of the neighboring voxels in positive and negative directions have to be determined. When using 2D images, nearest neighbor

FIGURE 6. Types of singularities that are relevant for topological analysis and for identifying centerlines: (a) saddle singularity of a vector field including surrounding flow depicted by arrow glyphs, (b) node singularity of a vector field including surrounding flow depicted by arrow glyphs, (c) focus singularity of a vector field including surrounding flow depicted by arrow glyphs, and (d) spiral singularity of a vector field including surrounding flow depicted by arrow glyphs.
interpolation of these gradients may work but yield incorrect results in a 3D volumetric image. Therefore, the gradients on the boundary of the cube formed by the neighboring voxels are interpolated linearly to determine a better approximation of the desired gradients. Figure 7a explains this in more detail where the current voxel marked as a triangle and the direct neighbors forming a cube are shown. The current gradient is extended to the faces of the cube starting at the current voxel. The resulting intersections, marked as diamonds, define the locations for which the gradients have to be interpolated so that the maximal gradient can be determined. The current implementation of the described system uses linear interpolation. Using this method, only very few cases require a prefiltering to remove noise in data sets. The best results can be achieved by the use of an anisotropic diffusion filter. The five data sets used in this study were not prefiltered.

Once the neighboring gradients in positive and negative direction of the current gradient are computed, these are compared in order to find the local maxima. Thus, if the length of the current gradient is larger than the length of both of its neighbors, the local maximum can be calculated similar to the 2D case. When interpolated quadratically, the three gradients together form a parabolic curve along the direction of the current gradient as shown in Fig. 7b. In general, the current gradient is larger than the interpolated neighbors since only local maxima are considered in this step. Hence, the local maximum can be identified by determining the zero of the first derivative of the parabolic curve. Determining all local maxima within the volumetric image in this fashion then results in a more accurate and smoother approximation of the object boundary with sub-voxel precision. Once all points on the boundary are extracted from the volumetric image using this gradient approach with sub-voxel precision, the resulting point cloud can be further processed in order to identify the curve-skeleton.

**Determination of the Vector Field**

The proposed method computes a curve-skeleton by applying a topological analysis to a vector field that is determined based on the geometric configuration of the object of which the curve-skeleton is to be determined. The vector field is computed at the identified points on the vessel boundary in such a way that the vectors are orthogonal to the vessel boundary surface. Based on these vectors, the vector field inside the vessel is computed using linear interpolation.

Different approaches are possible for calculating such a vector field. A repulsive force field can be determined that uses the surrounding points on the boundary surface. The repulsive force is defined similarly to the repulsive force of a generalized potential field. The basic idea is to simulate a potential field that is generated by the force field inside the object by electrically charging the object boundary. Alternatively, we may define a normal vector and the respective plane. The normal of this plane then defines the orthogonal vector corresponding to the current point.

Since these are volumetric data sets, the image gradients can be used to define the vectors on the boundary surface. These image gradients are previously determined as they are needed for extraction of the boundary. Since the points are only moved along the direction of the image gradient when determining...
the sub-voxel precision, this image gradient is still orthogonal to the boundary surface and therefore represents a good approximation for the desired vector field.

The proposed software system uses a Gaussian matrix to compute the image gradients. Therefore, the resulting gradients are smoothed to reduce any remaining noise in the boundary representation. This also reduces the error that occurs whenever gradients are computed close to gaps within the vessel boundary.

Due to the use of vector field topology methods for determining center points, the algorithm tends to be less sensitive to errors in the gradients as compared to methods that project the boundary onto the center points directly. In our analysis, gaps within the vessel boundary only occurred for very small vessels with diameters close to the size of a voxel due to partial volume effects. It should be noted that all three methods result in vectors pointing to the inside of the object.

Determination of the Curve-Skeleton

In order to determine the curve-skeleton of the object, a tetrahedrization of all points on the object boundary is computed first. For this, Si's fast implementation of a Delaunay tetrahedrization algorithm is used. This algorithm results in a tetrahedrization of the entire convex hull defined by the set of boundary points. Thus, it includes tetrahedra that are located completely inside the vessels but also tetrahedra that are completely outside of the vessels and connect two vessels. By using the previously computed vectors that point to the inside of the vasculature, outside tetrahedra can be distinguished from tetrahedra that are located inside the vessels. Hence, all outside tetrahedra can be removed, leaving a Delaunay tetrahedrization of the inside of the vasculature only. Note that this step also closes small gaps that may exist since tetrahedra covering these gaps will still have vectors attached to the vertices which point inward. Since vectors are known for each vertex of every tetrahedron, the complete vector field can be computed using this tetrahedrization by linear interpolation within each tetrahedron. This vector field is then used to identify points of the curve-skeleton which are then connected with each other. The vectors of the remaining tetrahedra are non-zero (the tetrahedron would be removed otherwise). Thus, the trivial vector field where the vectors are zero inside the entire tetrahedron does not occur. Figure 8a shows an example of the tetrahedrization with outside tetrahedra removed as previously described for a small vessel with a diameter of about three voxels. Based on this tetrahedrization and associated vector field, the center lines can be identified.

Once the vector field is defined within the entire object, one could use an approach similar to the one used by Cornea et al. and compute the 3D topological skeleton of the vector field which yields the curve-skeleton of the object. Since singularities are very rare in a 3D vector field, Cornea et al. introduced additional starting points for the separatrices, such as low divergence points and high curvature points, to obtain a good representation of the curve-skeleton. Therefore, a different approach is described in this paper that analyzes the vector field on the faces of the tetrahedra. In order to perform a topological analysis on the faces of the tetrahedra, the vector field has to be projected onto those faces first. Since tri-linear interpolation is used within the tetrahedra, it is sufficient to project the vectors at the vertices onto each face and then interpolate linearly within the face using these newly computed vectors. Based on the resulting vector field, a topological analysis can be performed on each face of every tetrahedron.

Points on the curve-skeleton can be identified by computing the singularities within the vector field interpolated within every face of the tetrahedrization. For example, for a perfectly cylindrical object, the vector boundary points directly at the center of the cylinder. When examining the resulting vector field at a cross section of the cylinder, a focus singularity is
located at the center of the cylinder within this cross section. The location of this focus singularity resembles a point on the curve-skeleton of the cylinder. Hence, a singularity of type node, focus, or spiral within a face of a tetrahedron indicates a point of the curve-skeleton. Since the vectors at the boundary point inward, only sinks (i.e., attracting singularities) need to be considered in order to identify the curve-skeleton. Since not all objects are cylindrical in shape and given the numerical errors and tolerances, points on the curve-skeleton can be identified from sinks that resemble focus and spiral singularities. Figure 8b illustrates an example for a cylindrical object for which a cross-section (a slice perpendicular to the object) is shown. There are two large triangles that connect two opposite sides of the object. Based on these triangles, which resemble faces of tetrahedra of the tetrahedrization, the center point (shown in red) can be identified based on the topological analysis within these triangles.

Obviously, only faces that are close to being a cross section of the object should be considered in order to identify points on the curve-skeleton. To determine such cross-sectional faces, the vectors at the vertices can be used. If the vectors at the vertices, which are orthogonal to the object boundary, are approximately coplanar with the face, then this face describes a cross section of the object. As a test, the scalar product between the normal vector of the face and the vector at all three vertices can be used. If the result is smaller than a user-defined threshold, this face is used to determine points on the curve-skeleton. If we compute the singularity on one of these faces, then we obtain a point which is part of the curve-skeleton. Note that since linear interpolation is used within the face, only a single singularity can be present in each face. In case of bifurcations, there will be two neighboring tetrahedra which contain a singularity, one for each branch. Additionally, this approach disregards boundary points which are based on noise voxels. In order for a set of boundary points to be considered, they need to have gradient vectors that point toward the center from at least three different directions. Hence, boundary points based on noise voxels are automatically neglected because it is very unlikely that there are other corresponding boundary points in the vicinity with gradient vectors pointing in the direction of the first boundary point.

After computing the center points, the vessel diameters are computed for each center point and all points within the vicinity are identified. From this set of points, only the ones that are within the slice of the vessel used to determine the center point are selected to describe the boundary. The radius is then computed as the average of the distances between the center points and the points on the boundary of the vessel slice.

Once individual points of the curve-skeleton (including the corresponding vessel diameters) are computed by identifying the focus and spiral singularities within the faces of the tetrahedra, this set of points must be connected in order to retrieve the entire curve-skeleton. Since the tetrahedrization describes the topology of the object, the connectivity information of the tetrahedra can be used. Thus, identified points of the curve-skeleton of neighboring tetrahedra are connected with each other forming the curve-skeleton. In some cases, gaps will remain due to the choice of thresholds which can be closed using the method described in the next section.

Closing Gaps within the Curve-Skeleton

Ideally, the method described results in a vascular tree representing the topology of the vasculature exactly. Due to numerical tolerances, however, sometimes gaps may occur between parts of the curve-skeleton which can be filled automatically. Since the tetrahedrization of the points on the boundary describe only the inside of the object, the algorithm can search for loose ends of the curve-skeleton and connect these if they are close to each other. In addition, it can be verified that the connection stays within the object. To test this, those tetrahedra which are close to the line connecting the two candidates and potentially filling a gap are identified. Then, the algorithm computes how much of the line is covered by those tetrahedral; i.e., the fraction of the line contained within the tetrahedra. If all those fractions add up to 1, then the line is completely within the object and it is a valid connection. Otherwise, the connection is rejected since it would introduce an incorrect connection of two independent vessels.
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