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Abstract

Vortex detection and visualization is an important technique for CFD modelers and analysts. Since vortices are often not just local phenomena, algorithms for detecting the vortex core can be expanded by the use of streamline placement and termination methodologies to appropriately visualize the vortex. We are enhancing an existing VCDetect software tool for vortex detection to include new algorithms applicable to small scale micro air vehicles (MAVs), improve the interface, and integrate it with DoD Visualization Toolkit (VTK) based production tools. The code is being updated to include the latest parallelization features for efficient usage. The current VCDetect VTK-based code was developed with an XML file-based interface and was partially parallelized with multi-threading. The code was tested with a few common examples and some turbomachinery data test cases. In this work we are integrating newly developed visualization and vortex detection algorithms. An improved interface is added to allow the tool to be used both interactively and to easily set up multiple batch runs. Since this interface is expected to run on the user’s local desktop, we are securing the communications using a previously developed direct through ssh methodology. We are also further parallelizing the code using the Compute Unified Device Architecture (CUDA), and we are applying it to a new problem domain in the area of MAV design. Finally this code will be made available to more DoD users by coordinating with the High Performance Computing Modernization Program (HPCMP) Data Analysis and Assessment Centers (DAACs) to include it in the Computational Science Environment (CSE) suite of production tools and libraries. We describe the extent of our work to date, and provide information on our path forward to completion of this project by 31 August 2011.

Introduction

This work enhances an existing VCDetect software tool for vortex detection to include new algorithms applicable to small scale micro air vehicles (MAVs), improve the interface, and integrate it with DoD VTK-based production tools. The code is being updated to include optimizations for execution on heterogeneous CPU/GPU architectures. We are applying it to a new problem domain in the area of MAV design, and are integrating newly developed visualization and vortex detection algorithms as described herein. The code will be made available to DoD users by coordinating with the High Performance Computing Modernization Program (HPCMP) Data Analysis and Assessment Centers (DAACs) to include it in the Computational Science Environment (CSE) production tool suite. The next section describes our methodology, including our motivation for the problem domain and application design. We also include some preliminary results in our analysis of dragonfly data described in (Koehler et al., 2011). Finally we close with some conclusions and ideas for future work.

Background

In many CFD applications, we are interested in studying the vortices within the simulated flow to gain insight into the data at hand. This is also the case when investigating the wings of insects to derive better wing designs for MAVs that are more optimal with respect to flight characteristics as well as energy efficiency. In this particular case, the most
important features of the flow field are the leading edge vortices (LEV) on each insect wing. The wide variation of experimental results surrounding research into how insects use the LEV to generate lift suggests that there is a lack of understanding about how it forms and behaves as the insects wings flap. With the most recent deformable wing simulations it is also important to study the relationship between how the wings deform and how the LEV is produced. The trailing edge vortex (TEV) is also potentially utilized by insects for certain maneuvers, such as rotation, takeoff and landing. Hence, flow visualizations that highlight the relationship between deformable wing kinematics and vortex (LEV and TEV) production are required.

When visualizing the flow to study the deformable wing of an insect, the focus should be on the LEV and TEV. Hence, the visualization algorithm has to extract these features from the flow data and then visualize the flow properties in their vicinity. Typically, stream lines or stream surfaces are used to depict such flow properties. Due to the high complexity of the flow in the vicinity of the vortices as a result of the highly turbulent flow characteristics in those areas, stream lines are often chosen over stream surfaces since the latter tend to overlap on themselves significantly in such complex flows. Even with stream lines, special care has to be taken in seeding those stream lines and terminating them in such a way that ensures a visualization that is easy to comprehend by the user, yet emphasizes all necessary features of the flow. This is one of the major advantages of the proposed approach over existing techniques. Automatic seeding strategies are utilized based on the flow features, i.e. the leading edge vortex and the trailing edge vortex, and stream line termination keeps overlapping within the visualization at a minimum, while properly visualizing the important characteristics of the flow.

Methodology

In the initial stages of this project, we planned to integrate recent work in the area of vortex detection and visualization into a tool that could be transitioned into the DoD HPCMP production environment. This involved enhancing a Visualization Toolkit (VTK) based tool developed with an XML file-based interface that was partially parallelized with multi-threading (van der Zwaag et al., 2009). The code was tested with a few common examples and some turbomachinery data test cases. This interface is useful for running multiple test cases in the batch environment, but becomes tedious to use when setting up a large number of test cases covering many parameter options. Although VCDetect had two vortex detection algorithms: an Eigenvector method developed by Sujidi and Haines and the Parallel Vectors method developed by Roth and Peikert, often the vortices of interest are difficult to discern, and other vortex methods were needed (Jiang et al., 2004). The Lambda2 method developed by Jeong and Hussain has been implemented and integrated with a visualization technique known as “vortex tubes” and the code was obtained to be implemented with VCDetect (Hand et al., 2006). Additionally, a new streamline placement visualization technique has been recently developed in conjunction with recent research into the deformable dragonfly wing kinematics which provided the data for this work, including photogrammetry setup and parametric surfaces used to digitally reconstruct a useful dragonfly model (Koehler et al., 2011). Integrating these new features into an easy to use tool for vortex detection is the thrust of this work.

A high-fidelity in-house direct numerical simulation tool was used to simulate the flow induced by the flapping dragonfly wings. It is based on an existing Navier-Stokes immersed-boundary solver (Mittal et al., 2008), which is capable of simulating flows with complex moving boundaries including solid and membranous objects on stationary Cartesian grids (Dong et al., 2006). The solver employs a non-dissipative, 2nd-order, central-difference scheme, which is critical for accurately predicting vortices.

Using global metrics such as vorticity or helicity for streamline placement can be computationally intense when dealing with large vector fields and many time steps. Koehler et al. developed an interactive streamline seeding algorithm which alleviates this problem by placing seed points based on the evolution of objects immersed in the flow field rather than metrics taken from the flow field itself. An example using this method is shown in Figure 1. Streamlines are particularly effective at visualizing vortices in insect flight and micro air vehicle simulation data due to the easily identifiable helix shape. However, streamline seed placement is challenging in highly unsteady 3D flapping flight data. Uniform coverage of the entire flow domain produces very busy results.

Experiments have been executed with both seed generation and rendering techniques to more accurately display the key vortices without having them be occluded by less important features of the flow (Koehler et al., 2011). This is particularly important in order to study formation and movement of the LEV as well as the shedding of the wing tip vortices and TEVs. Initial seed placement experiments were done based on the vorticity magnitude in the area surrounding the wing leading edges. Targeting specific vorticity ranges allows the visual capturing of different portions of the vortices that form on the leading edge of each wing during the upstroke and downstroke. Experiments were also done with semi transparent streamlines. Making streamlines whose seed points are above a certain vorticity magnitude more transparent
allows users to visualize vortices with less self occlusion of the streamlines. Figure 2 shows the result of one of the prototypes where this criteria was applied.

Figure 1. Streamlines colored by vorticity magnitude were generated using the dragonfly wings leading edge as seed points.

Figure 2. Streamlines distributed based on vorticity criteria.

We recently started transitioning the VCDetect tool into a ParaView plugin that can be deployed as part of the CSE (Squillacote, 2008, Renteria and Mark, 2008). One advantage of using this approach is the ability to implement a standard interface with only a few lines of XML. ParaView also offers a large number of readers, including Tecplot and CGNS readers needed for this project.
We have applied the VCDetect tool to automatically find corelines, and core surfaces that show the vortex locations and structure for the underside of a dragonfly wing (see Figure 3a and b). We have also used ParaView to create streamlines using the corelines as a starting point to highlight vortices which could be overlooked during initial analysis (Figure 4). These results may help provide additional insight into the flow characteristics, and therefore MAV design that mimics this type of flight.

Figure 3. Automatically generated vortex corelines (a), surfaces (b).

Figure 4. ParaView generated streamlines using corelines as a starting point colored by velocity magnitude.

Summary and Future Work

Currently we are in the process of integrating several features into a VCDetect plugin for ParaView to be included in the CSE. We have also applied this technology to turbomachinery data and expect that it will be applicable to other CFD datasets.

In recent years the architectural design of software has changed to include the proliferation of GPU’s for computation. This provides exciting opportunities to gain significant speedup in applications with data parallelism. The
previously developed VCDetect code, though multi-threaded, did not take advantage of this new approach. As shown in Figure 3, VCDetect locates vortex cores and generates surfaces defining the vortices of interest. Currently this takes 10 minutes or more per test case on a high end workstation with 8 CPUs, and so becomes very time consuming when multiple parameters and vortex algorithms need to be applied. In this project we have several workstations with NVIDIA Tesla cards for development, as well as access to a new GPU based state-of-the-art mini-supercomputer. The availability of such hardware gives us the development platform needed to further parallelize the code for heterogeneous CPU/GPU architectures. We plan to compare the results of our optimized code with our previous implementation. Although using CUDA or OpenCL are logical choices for this, there are other parallel streaming technologies that we are also considering (Vo et al., 2010).

We take advantage of the expertise of a multi-disciplinary team to provide value to all phases of the project. We are working jointly with our DoD partners to prioritize the desired features through a living requirements document in order to maximize our time and resources. We are using the Agile software development approach to iteratively deliver and refine the software to keep on track with evolving customer requirements while receiving valuable feedback for improvement. This approach maximizes team productivity and allows for modification during the project lifetime. The only real technical risk is inherent in the field of vortex detection; a chosen algorithm may not find the vortices of interest in the particular data set. Hence we mitigate that risk by including multiple algorithms in an infrastructure that makes it easy to add others. Since our code is VTK based, adding it to other DoD production visualization suites is straightforward.
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