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Abstract
The representation of data quality within established high-dimensional data visualization techniques such as scatterplots and
parallel coordinates is still an open problem. This work offers a scale-invariant measure based on Pareto optimality that is able
to indicate the quality of data points with respect to the Pareto front. In cases where datasets contain noise or parameters that
cannot easily be expressed or evaluated mathematically, the presented measure provides a visual encoding of the environment
of a Pareto front to enable an enhanced visual inspection.

1. Introduction

The representation of data quality within a high-dimensional da-
taset was mentioned as one of the top challenges in information
visualization [LK07]. This is especially the case when a dataset
contains noise or parameters such as aesthetics that cannot easily
be evaluated mathematically. Although Pareto optimality is a wi-
dely used concept to identify optimal points in a high-dimensional
space, hidden dimensions justify to not only consider optimal but
also nearly optimal points. So the concept of Pareto optimality has
to be extended to obtain a measure on how efficient a data point is.

To address this problem, this work introduce the Pareto factor,
describing the relative amount of data points that are more efficient
than the evaluated point in the sense of Pareto optimality. By uti-
lizing this new measure, it is possible to evaluate the quality of all
given data points and thereby guide users not only to points on the
Pareto front, but also to interesting solutions near the Pareto front.
The new measure can be embedded into established visualization
techniques such as scatterplots or parallel coordinates in a straight-
forward manner as will be shown in this work.

Therefore, this work contributes:

• A scale-invariant and flexible measure based on Pareto optima-
lity, called Pareto factor
• Visual encoding of Pareto factors in established information vi-

sualization techniques

2. Related Work

Pareto optimality is a widely used concept to identify optimal high-
dimensional points in an arbitrary space [EM11,FS06]. This section
summarizes visualization techniques that are based on the concept
of Pareto optimality.

Different applications such as fishery or architecture use Pareto
optimality to identify interesting data points [OKPK11,BMPM12].
Although this directly results in a set of optimal data points, these
domains are usually confronted with various dimensions not well
expressible or previously unknown. Therefore, this paper extends
the definition of Pareto optimality.

Ruotsalainen et al. [RMH08] use the gradient of the Pareto front
to help the user navigate through this front to find interesting so-
lutions. Although this is a suitable technique to navigate through
Pareto optimal points only, hardly to express qualities like aesthe-
tics require to consider solutions that are not quite Pareto optimal
as well. Instead of being completely Pareto optimal, these soluti-
ons might have other properties such as aesthetics that are impro-
ved. This can be accomplished with the measure introduced in this
work.

Witowski et al. [WLG09] perform a study on how several known
visualization techniques can be applied to visualize the Pareto front.
They point out that a combination of several tools is most promising
to visualize the Pareto front in a suitable way. These techniques can
be extended by the measure introduced in this work, thereby ena-
bling users to evaluate the quality of found solutions with respect
to Pareto optimality.

3. Methods and Results

In compensation criteria like the Kaldor-Hicks efficiency [Str01]
known from economics, a data point is defined to be more efficient
if the sum of all gains is greater than the sum of all losses in com-
parison to another data point. Here, an optimal point is a data point
for that no other data point is more efficient. Fig. 1 (a) shows the
optimal point B in blue and all other points in dark gray. Point A
is no Kaldor-Hicks optimum because there exists a more efficient
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point above the diagonal going through point A, and point B is op-
timal because there exists no such point for B. The problem with
this kind of measure is that it is not invariant to anisotropic scaling.
Fig. 1 (b) shows the same set of data points, this time scaled ani-
sotropically by a factor of three in the horizontal direction. Here,
point B is not optimal any more because there exist more efficient
points and point C becomes the new optimum.

To avoid this problem, this work is based on Pareto optimality
which is scale-invariant [Fle05]. A data point x is more efficient
than another point y regarding Pareto optimality if x is greater than
y in at least one dimension and not smaller in all other dimensions.
Then, a data point is Pareto optimal if there exists no other data
point that is more efficient. Fig. 1 (c) and (d) show the same data
points with the same scalings as before, this time evaluated with
Pareto optimality. As can be seen, the blue Pareto optimal points
remain optimal after anisotropic scaling.

Figure 1: A set of data points with different scalings. (b) and (d)
are anisotropically scaled by a factor of three. (a) and (b) show
the optimality towards a compensation criterion and (c) and (d)
show Pareto optimality (blue points are optimal). From (a) to (b)
the optimum changes from point B to point C, meaning that this
measure is dependent on the (anisotropic) scale. In contrast to that,
the Pareto optimality in (c) and (d) is scale-invariant with multiple
points being optimal.

To provide information on how far away from optimality non Pa-
reto optimal points are, this work introduces a novel measure. The
complement of the quotient of more Pareto efficient points to all
points but one (i.e. ~xi itself) is used as described in Eq. (1), where
the relation <p means less efficient in the sense of Pareto optima-
lity as described above. Here, ~x1, . . . , ~xn are the given data points
and p(.) is the new measure called Pareto factor. This measure
preserves scale-invariance since <p is also invariant to anisotropic
scaling.

p(~xi ) = 1 −
∣∣ {~x j ∈ {~x1, . . . , ~xn} | ~xi <p ~x j

} ∣∣
n − 1

(1)

Normalizing this measure to range from zero to one for all data
points yields what will be called the normalized Pareto factor and
is useful for evaluation, weighting or visual analysis. Until now,

the user cannot choose how far all data points are considered or
how far only Pareto optimal points are of interest. To compensate
this, the normalized Pareto factor is raised to some user defined
power. Fig. 2 (a) - (f) show the effect of different exponents, where
higher exponents focus on Pareto optimal points only, while lower
exponents preserve an overview over all data points.

(a) (b) (c)

(d) (e) (f)

Figure 2: The introduced Pareto factor is used to evaluate the qua-
lity of data points with respect to Pareto optimality. A scatterplot
visualization is extended showing the value of this new metric using
a color scale ranging from yellow (0.0) over red (0.5) to blue (1.0).
The effect of different exponents is shown for the exponents (a) 0.0,
(b) 0.25, (c) 1.0, (d) 4.0, (e) 16.0 and (f)∞.

Fig. 2 shows how the Pareto factor can be applied to establis-
hed information visualization techniques like scatterplots. A color
range from yellow (Pareto factor of 0.0) over red (0.5) to blue (1.0)
is used. Users can interactively manipulate the used exponent to
focus more or less on the Pareto optimal points only. The applica-
bility of the presented measure is not limited to scatterplots only
but can also be applied to scatterplot matrices, parallel coordinate
plots, or star plots, for example. Within these techniques, the pre-
sented Pareto factor allows to evaluate the quality of data points.

4. Conclusion

This work introduced a novel measure for the quality of data points
in a high-dimensional space based on Pareto optimality. It was
shown that the introduced measure is scale-invariant and enables
the evaluation of the efficiency of data points with respect to Pa-
reto optimality. Based on this measure, it was possible to visually
extend established information visualization techniques. This helps
to not only consider Pareto optimal data points that might not be the
desired solution for problems with noise or hard to evaluate para-
meters like aesthetics. Instead, also nearly Pareto optimal solutions
can be analyzed to find a desired tradeoff.
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