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“THEME ARTICLE”, “FEATURE ARTICLE”, or “COLUMN” goes here: The theme topic or 
olumn/department name goes after the colon. 

Hierarchical Image Semantics using 
Probabilistic Path Propagations for Bi-
omedical Research 

Image segmentation is an important subtask in biomedical 

research applications, such as estimating the position and 

shape of a tumor. Unfortunately, advanced image 

segmentation methods are not widely applied in research 

applications as they often miss features, such as 

uncertainty communication, and may lack an intuitive 

approach for the use of the underlying algorithm. To solve 

this problem, this work fuses a fuzzy and a hierarchical 

segmentation approach together, thus providing a flexible 

multi-class segmentation method based on probabilistic path propagations. By utilizing 

this method, analysts and physicians can map their mental model of image components 

and their composition to higher level objects. The probabilistic segmentation of higher 

order components is propagated along the user-defined hierarchy to highlight the 

potential of improvement resulting in each level of hierarchy by providing an intuitive 

representation. The effectiveness of this approach is demonstrated by evaluating our 

segmentations of biomedical datasets, comparing it to state of the art segmentation 

approaches, and an extensive user study. 

INTRODUCTION 

Image segmentation is typically defined as the process of dividing an image into different re-

gions, called segments (classes), each correlating to an object in the image. This task is often re-

quired in biomedical imaging to identify specific features, such as tumors or anomalies. In order 

to achieve this, new methods need to be developed that can enable biomedical researchers to de-

fine novel and patient specific models and develop new diagnosis methodologies.  
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Several types of segmentation methods are available but, contrary to other fields, the biomedical 

domain defines specific requirements for segmentation algorithms to make them usable for bio-

medical segmentation tasks. One class of segmentation methods, semi-automatic segmentation, 

benefits from the biomedical specialist's input as well as automated computation. In this way, 

biomedical researchers can introduce their knowledge into the segmentation process by picking 

seed points for different segments and help the underlying algorithm output improved results. 

Although these methods introduce user knowledge into the segmentation process through seed-

ing, they are rarely used in biomedical tasks for multiple reasons18. One problem is the strict as-

signment of an image pixel to a single segment, a widely used paradigm in segmentation meth-

ods. Biomedical images often lack a crisp border between tissue types due to the partial volume 

effect caused by the image reconstruction process. These strict class assignments result in sharp 

borders between segments which makes identifying uncertain regions difficult. For those re-

gions, the underlying segmentation algorithm may struggle to determine which segment should 

be assigned to an image pixel. The lack of this uncertainty information often leads to a rejection 

of the whole algorithm and its results as the trustworthiness of the segmentation might be ques-

tioned. This is especially impractical for biomedical research where decision making can have a 

huge impact on a patient's health. 

Another important aspect is the human perception of objects. The human brain is trained to iden-

tify known objects and combine them to superior objects16.This leads to an intuitive understand-

ing of the semantic structure of objects in an image. Existing segmentation methods lack this 

ability to map these semantic structures. This results in usability issues for some biomedical re-

searchers, who may lack the background knowledge of the functionality of the applied segmenta-

tion algorithm as they cannot relate their understanding of a semantic composition of an image to 

a given segmentation. 

This work presents a segmentation algorithm that is embedded in a visual framework to be used 

by experts within the biomedical domain. It is designed to lead toward a broader acceptance of 

segmentation algorithms within the biomedical area. The definition of probabilistic image seg-

mentation is utilized and input parameters, such as number of resulting segments, and im-

portance of segments provided. This increases the degree of freedom for biomedical users and 

provides a measure of the uncertainty of a segmentation depending on the image region. In order 

to allow users to map their mental model of composed objects to the segmentation process, a hi-

erarchical tree structure with arbitrary branching degree can be designed. This results in a user-

defined and dataset specific hierarchical image semantic. During this process, the probabilistic 

segmentation of higher order components is propagated along the user-defined hierarchy to high-

light potential for improvement of the resulting segmentations. The presented approach is em-

bedded in a visualization framework that allows biomedical specialists to review their segmenta-

tion results. Here, the probabilistic segmentation approach, as well as the resulting uncertainty of 

the segmentation result are visualization. 

The contributions of this work include: 

•  A flexible multi-class segmentation based on probabilistic paths; 

• A probabilistic path propagation along arbitrary user-defined hierarchical image 

semantics, and; 

• A visualization framework to explore probabilistic segmentation results of the 

user-defined hierarchical image semantics suitable for biomedical research. 

RELATED WORK 

The following section briefly summarizes the state of the art methods for biomedical image seg-

mentation approaches and the exploration of biomedical segmentation results and summarize the 

resulting biomedical requirements for segmentation results. 
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Biomedical Image Segmentation 

A more detailed review of probabilistic segmentation techniques can be found in Naz et al.12  . 

Zheng et al.18 extended this concept, such that it can output hierarchical results. These methods 

work on a fuzzy c-means clustering algorithm performing an unsupervised segmentation for a 

predefined number of segments. Unfortunately, this type of clustering is sensitive to noise, which 

makes it difficult to use for biomedical datasets as segment boundaries are often noisy and ill-

defined. 

Another fuzzy segmentation definition can be found in Kniss et al.8 .This method uses two-di-

mensional transfer functions to allow the user to select different structures in an image. Although 

the computation of the structures is done in a fuzzy manner, the method does not allow a hierar-

chical refinement of already selected structures, which is an important feature for the biomedical 

domain. In contrast to the approach of Kniss et al., this paper presents a fuzzy segmentation 

which can be utilized by the user to map their mental model of the objects perceived in the im-

age. 

Neural network approaches, such as those presented by Milletari et al.11, are able to segment bio-

medical image data in a fully automatic manner. Although their use case showed promising re-

sults, neural networks need to be configured for each single setup, for example, tumor or prostate 

estimation would require separate neural network configurations, which is a lengthy process. 

Contrary to this, our proposed approach can map arbitrary hierarchies for different settings in the 

segmentation result. 

As Beucher mentioned in his work3, a hierarchical segmentation provides the advantage of hav-

ing different semantic levels in the segmentation output. Most approaches are based on the unsu-

pervised creation of hierarchies, as can be reviewed in the work of Zhang et. al1. Approaches 

based on partial-volume Bayesian classification 8, and improved maximum a posteriori expecta-

tion-maximization 18 determine the segmentation based on a divide and conquer strategy. Aside 

from the computation, these algorithms are not using the resulting hierarchy to map model rela-

tions. As such, our approach is unique in that it allows users to create a hierarchy that maps their 

mental model of recognized objects. 

Semantic hierarchies that express a patient's organs' structures can be performed using distance 

fields 9, shape models 17, or atlas registration. Although the utilized hierarchies express meaning-

ful structures in the human body, these approaches are usually limited to a specific type of organ. 

Here, these highly specialized algorithms might output suitable results. However, in daily clini-

cal routines, fast adaption to new situations is a necessity. Our approach is designed to provide 

maximal flexibility, thus it is able to segment arbitrary organs and their substructures. 

Exploration of Image Segmentation Results 

Mashburn et al.10 introduced a feedback loop into the segmentation process where the user can 

review the result of his determined input and either insert more seed points or delete others. Alt-

hough this approach forms a feedback loop, it does not support the users in adapting their input. 

Our approach utilizes an uncertainty measure to form a feedback loop that helps users adapt their 

input. 

A variety of methods to guide the user through a hierarchical segmentation process have been 

developed5, 19. The idea behind such methods is to use a pre-segmented two-dimensional histo-

gram where users can form groups and build hierarchies. Although this allows the user to insert a 

hierarchy into the segmentation result, the pre-segmentation is performed automatically which 

can result in regions that do not map the users’ understanding of the perceived objects in the im-

age. In contrast, our proposed methodology enables the user to map an arbitrary mapping of the 

objects he perceives in the image thereby creating meaningful segmentation results. 

The exploration of hierarchical segmentation results was targeted in Jaja et al.6 Users can navi-

gate through the hierarchical segmentation result and inspect it. This paper uses this knowledge 

and extends it to allow users to navigate and inspect hierarchical segmentation results based on 

the probabilistic path propagation introduced in this paper. 
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Balabanian et al.2 presented a visualization methodology that is able to map hierarchical struc-

tures in biomedical data and allow the user to explore them. We use this as a starting point for 

representing the hierarchical segmentation outputted by the presented segmentation approach 

and adjust it such that it is able to express the uncertainty captured in the segmentation result. 

Requirements for Segmentations in Biomedical Research 

Image segmentation has a huge potential in the biomedical research area as it is a required pre-

processing step in determining the volume, shape, and motion of organs4. The state of the art 

analysis shows the need for a highly flexible and hierarchical segmentation approach, the in-

creased focus on patient-specific image reviewing methods13 as well as an easy to use interaction 

with the determined segmentation. Based on the prior state of the art analysis, a careful literature 

review and long discussions with researchers from the biomedical research domain we have for-

mulated a series of design requirements for biomedical image segmentation. 

• R1: Biomedical image data from different imaging techniques, such as MRI and CT, must 

be supported by the segmentation algorithm. 

• R2: Segmentation algorithms need to be able to deal with boundary insufficiencies as bio-

medical image data often misses crisp boundaries due to the partial volume effect15,20. 

• R3: Biomedical image segmentation results need to be able to capture patient organs and 

their sub-structures to be suitable for biomedical research. 

• R4: A segmentation method for the biomedical research domain needs to support an effi-

cient workflow as biomedical users need to be able to create and review segmentation with-

out prior knowledge of the underlying segmentation algorithm.  

To the best of our knowledge, there does not exist a technique that covers all of the mentioned 

requirements, which forms the motivation for our approach. 

METHODS 

The following section describes our proposed segmentation method designed for biomedical im-

aging. The method combines a probabilistic multi-class segmentation based on probabilistic path 

propagations with an arbitrary user-defined hierarchy embedded into a visualization framework 

to provide a review mechanism for biomedical applications. 

Probabilistic Multi-class Segmentation 

The standard definition of image segmentation is the partitioning of the image into different seg-

ments. This is achieved by examining each combination of voxel-segments with a depicted met-

ric. The segment that obtains the best value based on that metric also obtains the related voxel. 

This results in hard borders between the segments. Unfortunately, for border voxels it is hard to 

decide which segment matches the metric best as they can fit equally or almost equally to differ-

ent segments. In addition, a clear best fit for the metric of a segment does not necessarily mean a 

clear affiliation of the corresponding voxel. In the case where all segments poorly match the met-

ric, even the best fit is not meaningful. As illustrated by these issues, the standard definition of 

segmentation needs to be extended. 

In contrast to a fixed class assignment of each voxel, the concept of probabilistic segmentation is 

used in the presented method. Here, for each class, there exists a probability that each voxel be-

longs to this class. 

In order to combine a probabilistic segmentation with the ability to allow an arbitrary user-de-

fined number of classes, the presented approach utilizes seed points as starting points for the seg-

mentation calculations. The user can define an arbitrary number of classes 𝑖 ∈ {1 … 𝑛}. For each 
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of these classes, the user can define a set of seed points 𝑆𝑖. These points are voxels in the input 

image for which the user can clearly determine that these points belong to the selected segment.  

Based on the defined seed points, the question arises: how can we best define a probabilistic seg-

mentation for all voxels in the input image? A metric is required that determines the distance 

from each voxel to the closest seed point of each class. This distance can be defined by: 

Di(x): = min
𝑠∈𝑆𝑖

𝑑(𝑠, 𝑥), 𝑖 ∈ {1, 2 … 𝑛 } 

 

where 

𝑑(𝑠1, 𝑠2) = min
𝐶𝑆1𝑆2

,
∫ 𝑟(𝑥) ∗

𝐶2

𝐶1

𝐶𝑆1,𝑆2
(𝑥)| 𝑑𝑥  

where 𝐶𝑆1,𝑆2
(𝑥) is a path connecting the pixels 𝑠1 and 𝑠2 and r(x) is the metric defining the simi-

larity of connected voxels. A natural choice for this metric is the gradient between the neigh-

bored voxels. Still, arbitrary metrics can be used.  

Based on the defined distance metric, the probability for each voxel to belong to a specific seg-

ment needs to be computed to obtain a probabilistic multi-class segmentation. In order to obtain 

this segmentation, each voxel has to be distributed to 𝑛 segments. The weighted segmentation 𝜔 

of a class 𝑖 ∈ {1 … 𝑛}is defined as: 

𝜔𝑖 =
(𝑚𝑖 ∗ 𝑑𝑖)−𝑝 

∑ (𝑚𝑗 ∗ 𝑑𝑗)−𝑝 𝑛
𝑗=1

 

where mi are the distance multipliers according to each class, and p is the exponent of the seg-

mentation. The multiplier of a class can be used to manipulate the values obtained by the dis-

tance metric. A small multiplier scales down the distance metric values whereas a larger distance 

multiplier increases the values. With this parameter, the user can manipulate the importance of a 

class. The parameter p is the exponent controlling the transition between different classes. An 

exponent  close to 1 results in a shallow transition between the classes whereas the transitions 

turn sharper as the exponent becomes larger. The user can utilize this parameter to control the 

blur of class borders. The probabilistic multi-class segmentation distributes the entire voxel to all 

segments. In the case where one class obtains a high weight, the voxel strongly belongs to that 

class. During the segmentation, special cases where one or more segment obtains a weighted 

segmentation of 0 occur. In this cases, the remaining segments share the voxel equally. This en-

sures that the weighted segmentation of a voxel sums up to 1 for all classes. 

To allow users an intuitive and fast review of the segmentation result that cannot be assigned to a 

specific class, the presented probabilistic multi-class segmentation is embedded into a visual 

framework. Based on the probabilistic multi-class segmentation, a segmentation visualization �̂�𝑛 

and an uncertainty visualization 

�̂�𝑛 

can be derived as: 

�̂�𝑛 = ∑ 𝑐 ∗ 𝜔𝑖

𝑛

𝑖=1

 , 𝛼𝑖 = max (𝜔𝑖) 

𝑢�̂� = 𝑐𝑢 , 𝑎𝑢 = min (1 − 𝜔𝑖) 

This results in a bipartite visualization for the probabilistic segmentation result. The segmenta-

tion visualization marks a voxel with the color of a segment if it strongly belongs to this class. 

For voxels that cannot be distributed into a segment, the voxel's transparency is increased. In 

case of equal weight distributions (when one class is zero), the present color is a mixture of the 

colors from all remaining classes. If a specific type of tissue is more likely than another, their 

colors will be blended according to their classes' weight. In contrast, the uncertainty visualization 

highlights voxels that cannot be assigned clearly to a segment with a highlight color. 
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Figure 1(top) is the image of a CT scan slice showing the upper legs of a patient (a) and its seg-

mentation comparing the fixed multi-class segmentation and the probabilistic multi-class seg-

mentation. The input image is segmented into background (white), soft tissue (green), muscles 

(red) and bones (blue). Although a bone contains a wide range of grey scale values, they can be 

captured in one class in the case seed points are spanned throughout the greyscale range con-

tained in the bone. Both segmentation results are based on the same seed points depicted by the 

user. Figure 1 (b) presents the fixed multi-class segmentation. In this examples multiple miss-

classifications occurred as indicated by the red circles. In contrast, the segmentation result 

achieved with our approach highlights uncertain areas in the image assigning a high alpha-value 

to these areas (c) and coloring uncertain areas in a highlight color (d). In contrast to the fixed 

class assignment in (c), the visualization presented in this paper indicates where users need to 

refine their input in order to achieve a proper segmentation result. As this example shows, the 

uncertainty between three classes is visualized: bones, fat, and muscles. Although the algorithm 

might output that a voxel does not belong to the bone class, the uncertainty response can be 

strong if the algorithm is not able to determine whether the voxel belongs to the muscle or the fat 

tissue of the patient. 

The probabilistic segmentation design combined with the uncertainty-aware feedback loop helps 

users in mapping their mental model of different objects that are visible in an image. The 

weighted segmentation is designed such that the classes can be mapped in a flexible manner 

through the exponent and segment multiplier parameters.  

Hierarchical Image Semantics 

As human perception is based on recognizing objects and composing them into superior objects, 

this paper aims at assisting biomedical users in mapping their individual mental associations of 

patient organs and their composition to functional units. This section will introduce the concept 

of hierarchical image semantics that is based on a probabilistic path propagation along the user 

defined hierarchy. 

As a consequence, a mechanism is required that can separate a segment into further subseg-

ments. Considering the multi-class segmentation, it is possible to interpret the separation of the 

input image into several classes as a tree where each node represents a segment. The root node 

segment contains the entire input image. In the case of the multi-class segmentation, the root 

node obtains all resulting segments as its child segments. All segments resulting from the multi-

class segmentation form the leaf nodes of the resulting tree. In order to achieve a further segmen-

tation of any leaf node, the probabilistic segmentation concept needs to be further extended. To 

achieve this goal, this paper provides a segmentation structure where each leaf node i is a possi-

ble candidate for further segmentation into n child nodes. Consistently, these segmentation nodes 

j ∈ (1 … n), i ∉ {1 … n} need to assemble to the parent node n. 

Here, the user can choose a segmentation node and define the number of child nodes he or she 

intends to separate the parent into (n). To consistently provide a probabilistic segmentation, the 

weight ωiof a segment is divided to the defined child segments. To restrict the propagation of the 

child segments outside the parent segment, the metric parameters that are used to calculate the 

weighted segmentation need to be adjusted according to the superior weighted segmentation. 

Therefore, the distance metric of a child node can be adjusted by using the weight of the parent 

node. Let dxybe the distance between two voxels. The adjusted distance for child nodes changes 

to: 

�̅�(𝑥, 𝑦) =   =  {

∞,   𝑖𝑓 𝑤𝑥 = 0

𝑚𝑖𝑛
𝐶1, 𝐶2

∫ |𝑚(𝑥) ∗ 𝐶𝑆1,𝑆2
(𝑥) ∗ 𝑤𝑥̅̅̅̅

,
|𝑑𝑥

𝑆2

𝑆1

,   𝑒𝑙𝑠𝑒 
 

 

This results in a scaling of the metric according to the weight of the parent node. With respect to 

the adjusted metric �̅�𝑖 it is possible to distribute the weight of a parent node i to an arbitrary 

number of child nodes{1 … n} . Resulting from this, the weight of a child node j can be calcu-

lated as: 
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�̅�𝑖 =
(𝑚𝑖 ∗ �̅�𝑖)−𝑝 

∑ (𝑚𝑗 ∗ �̅�𝑘)−𝑝 𝑛
𝑗=1

 

 

The result of this calculation is a value between 0 and 1 describing the ratio of the parent’s 

weighted segmentation that is distributed to a depicted child node j. Consistently, the child 

node's weight for their parent node can be summed up to one for each voxel.  This does not de-

scribe the probability of a voxel to belong to a depicted segmentation node in the tree structure. 

The final weighted segmentation ωifor an arbitrary segmentation node can be calculated as the 

multiplication of all �̅�𝑖 that belong to the nodes on the path between the node i and the root 

node.  

In order to provide the users with a tool to review their segmentation achieved by a hierachrchial 

image semantic, we provide intuitive visualizations. The resulting segmentation visualization ŝiis 

a recursively defined function that blends the user defined colors of the nodes of the hierarchical 

image semantic according to their weight. Starting from the root node, the segmentation visuali-

zation can be obtained by recursively considering the colors of the child nodes j by: 

 

𝑠�̂� =  {

𝑐𝑖 ,   𝑖𝑓 𝑖 𝑖𝑠 𝑎 𝑙𝑒𝑎𝑓

(1 − 𝛿) ∗ 𝑐𝑖 + 𝛿 ∗ ∑ 𝑠�̂� ∗ 𝜔𝑗

𝑛

𝑗=1

,   𝑒𝑙𝑠𝑒 (𝑤ℎ𝑒𝑟𝑒 𝛿 = 𝑚𝑎𝑥 (𝜔𝑗)
 

This results in a visualization that starts from the leaf nodes in the tree accumulating the colors of 

a node in the same manner as shown for the multi-class segmentation. After that, the resulting 

color is blended with the parent node color according to the maximum weight 𝛿 of the child 

nodes. In the case where 𝛿 is close to one, this means, that the parents weight was clearly distrib-

uted to one of the child nodes. This results in the color of this corresponding child node for the 

concerned voxel. This correlates to the natural understanding that the separated parts replace the 

composed object. In contrast to that, if the maximum weight of the child nodes is low, the result-

ing color is blended with the color of the parent node resulting in areas where the parent node 

color appears. This visual uncertainty encoding refers to the understanding that the parent object 

cannot be clearly separated to the child objects.  

In addition, the 𝛼 −value of the segmentation visualization can be calculated by multiplying the 

maximum weight of each layer in the tree with the maximum weight of the layer above until the 

root node is reached. This works as a stencil from top nodes that cut out its own uncertainty in 

the visualization for the underlying subtree. 

Consistent with the prior visualizations, the hierarchical uncertainty visualization displays the 

depicted uncertainty color 𝑐𝑢, that is blended with an 𝛼 − value. This value is defined as a recur-

sive function multiplying the minimum weight of the child nodes with the weight of the current 

examined node: 

𝑢𝑢𝑖 =  {
1 − 𝜔𝑖 ,   𝑖𝑓 𝑖 𝑖𝑠 𝑎 𝑙𝑒𝑎𝑓

(1 − 𝜔𝑖) ∗ min(𝑢�̂�) ,   𝑒𝑙𝑠𝑒 
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In the case that the uncertainty is high on a certain level in the tree, the corresponding voxels are 

highlighted in the visualization. The uncertainty value is used as a stencil for the underlying lay-

ers in the tree. 

 

Figure 1 Top: Multi-class segmentation of a CT scan slice showing the upper legs of a patient 
segmented into background (white), soft tissue (green), muscles (red) and bones (blue). a) Original 
Image b) Fixed class segmentation containing several miss-classifications, that are highlighted with 
red circles. c) Probabilistic multi-class segmentation visualization indicating areas, that cannot be 
distributed to a specific segment through a high transparency. d) Uncertainty visualization 
highlighting areas that cannot be distributed to a specific segment with a highlight color. Bottom: 
Hierarchical Image Semantics using probabilistic path propagations applied to the example of 
Bottom: e) First level segmentation of the input image into background (blended out), left leg 
(brown) and right leg (green). f) Second level segmentation of the left leg into soft tissue (yellow), 
muscles (red) and bones (blue). g) Second level segmentation of right leg into soft tissue (yellow), 
muscles (red) and bones (blue). h) Uncertainty visualization for the second layer of the 
segmentation tree and a tree representation of hierarchical image semantic. 

For an improved visual exploration, the user can enable or disable arbitrary nodes or entire sub-

trees of the segmentation structure to focus on specific segments or examine the relation between 

them. Figure 1 (bottom) shows how the presented method can be applied to the CT of the human 

leg. The resulting hierarchical image semantic is shown in the image. As the hierarchical design 

is not limited, different users can create different hierarchies. The visual representations consist 
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of a color-coding indicating the probabilistic segmentation result as well as an uncertainty visual-

ization of enabled nodes. Subfigures 1 ((e),(f),(g)) show how the user can explore the segmenta-

tion result. Different nodes can be enabled and disabled resulting for the inspection of specific 

classes or groups of classes and their inter-class uncertainty. Users can review their segmentation 

result and correct the seed input of specific nodes or refine a leaf node of the tree into further 

nodes. 

In summary, the presented approach builds a visual framework that is able to review user-de-

fined hierarchical image semantics. The hierarchical image semantic can be designed individu-

ally by the user to encode his or her mental model of objects and their composition. In addition, 

the underlying segmentation algorithm is probabilistic and the resulting probability values are 

propagated along the user defined hierarchy to encode uncertainty information through the entire 

segmentation design process. 

 

RESULTS 

To show the effectiveness of the presented approach, we applied the presented segmentation to a 

variety of biomedical image data, performed a comparison with state of the art segmentation 

tools, and performed a user evaluation. 

Segmentation Result for a Brain Tumor 
Dataset 

Our approach was implemented using C++ with the vtk, itk, and 

Qt  libraries. A geodesic distance metric is used in the presented 

examples to demonstrate the approach. The distance metric uti-

lized for the presented results is the difference between neighboring voxel gradients.  

Figure 2, shows our segmentation result applied to a dataset from the cancer imaging archive. 

The example shows a brain MRI scan that contains a tumor, and the data size is 256x215. The 

image is anonymous, and the patient's face has been removed. In the original image, it can be 

observed that the border of the tumor can not be clearly identified; however, defining the tumor 

boundary is critical for biomedical researchers to develop a suitable treatment plan. Although the 

tumor location itself could be achieved by a segmentation approach that separates the image into 

an inside and outside object, the remaining seg-

ments are an important information for biomedical 

doctors to plan surgeries and identify tissues that 

would be affected during the procedure.  

 

Figure 2: Hierarchical image semantics applied to a MRI scan of the brain. a) Original Image. b) 
First layer segmentation containing background (yellow) and foreground (blue). c) Second layer 
segmentation of the foreground into scalp (green), brain (purple) and other soft tissues. d) Third 
layer segmentation of the brain into spinal pons (yellow), cerebellum (yellow), talamus (red), lobo 
occipitale (blue), lobo paritale/frontale (purple) and tumor (brown). e) Uncertainty visualization of 
third layer segmentation. f) Tree representation of hierarchical image semantic. 

 

Used libraries 

VTK http://www.vtk.org/   

ITK https://itk.org/  

Qt https://www.qt.io/  

 

Visit http://www.cancerimagingarchive.net/  

to learn more about the data acquisition 

process 

 

 

http://www.vtk.org/com
https://itk.org/com
https://www.qt.io/com
http://www.cancerimagingarchive.net/
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Figure 2 shows our segmentation result. The original image (Figure 2 (a)) is initially segmented 

into the background (yellow) and foreground (blue). After this, the foreground is further seg-

mented into scalp (green), brain (purple) and other soft tissues. In the third segmentation step, 

the brain is segmented into spinal pons (orange), cerebellum (yellow), talamus (red), lobo occipi-

tale (blue), lobo paritale/frontale (purple), and tumor (brown). The resulting hierarchical seman-

tic is shown in Figure 2 (f). As previously mentioned, the identification of the tumor size is an 

important factor in clinical daily routine. This dataset represents a common scenario where a 

clear determination of the tumor's border is difficult using traditional segmentation methods. Our 

approach provides not only a segmentation but also details on the uncertainty to provide insight 

into the probability of whether or not a specific pixel contains tumor tissue.  

Comparison with State of the Art Segmentation Tools 

To demonstrate the benefits of our ap-

proach, we compared the segmentation re-

sult of the presented approach with open 

source segmentation tools.  

Comparison of the ability to fulfill 
the defined requirements 

For each of the tools, we identified the different possibilities to perform segmentation tasks and 

applied each segmentation algorithm to the leg example. Here, the task was to separate the mus-

cles of the patient’s left leg from the rest of the image as shown in the groundtruth (Figure 3 (k)). 

The groundtruth is a manual segmentation performed by our biomedical collaborators. 

The goundthruth and all generated results are shown in the same color scale. White pixels mean, 

the underlying algorithm detected muscle tissue, whereas black pixels mean, that the algorithms 

did not detect muscle tissue. When applicable, the probability of an image pixel to show muscle 

tissue is encoded by a color scale reaching from black (probability = 0) to white (probability = 

1). 

ITK Library Figure 3 shows the segmentation results generated by the ITK implementation us-

ing a region growing approach (a), watershed approach (b) and an active contour approach (c). In 

general, ITK requires programming skills (R4) and does not support user interaction right away. 

Compared open source tools 

ITK https://itk.org/ 

ITK Snapl http://www.itksnap.org/pmwiki/pmwiki.php   

Slicer https://www.slicer.org/ 

ImageJ/FIJI https://imagej.nih.gov/ij/index.html 

MITK http://mitk.org 

Free trial of MIPAR http://www.mipar.us/ 

 

https://itk.org/
http://www.itksnap.org/pmwiki/pmwiki.php
https://www.slicer.org/
https://imagej.nih.gov/ij/index.html
http://mitk.org/
http://www.mipar.us/
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Figure 3, top: Comparison of the presented method for the example shown in Figure 1 with state of 
the art methods provided by the ITK library (a-c), ITK Snap (d-f), 3D Slicer (g-h), and the presented 
approach (i-j) utilizing a groundtruth. a) Connected threshold segmentation result. b) Watershed 
segmentation result. c) Geodesic contour level set segmentation result. d) Region growing seg-
mentation result. e) k-means clustering segmentation result. f) Thresholding segmentation results. 
g) Active Contour Segmentation result. g) Region growing segmentation result. i) Presented 
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approach. j) Presented approach with a thresholding of all pixels that have a lower prob-ability then 
95%. Bottom: Statistical analysis of the compared segmentation results utilizing the groundtruth. 
Top left: root mean square error of all pixels. Top Right: ratio of correctly identified pixels. Bottom 
left: ratio of false positive pixels. Bottom right: ratio of false negative pixels. 

The segmentation result for the connected threshold segmentation approach is shown in Figure 3 

(a). Although this approach seems promising, it contains holes in the segmented muscles which 

are not present in the original image as shown in the groundtruth segmentation. 

Figure 3 (b) shows the result of the watershed segmentation approach. In general, the watershed 

approach separated the image into different levels. Here, a further step to select the levels that 

encode muscle tissue was conducted. It can be seen that the watershed algorithm is not able to 

separate the muscle tissue from the left and right leg.  

Figure 3 (c) shows the segmentation result generated by the active contour segmentation ap-

proach. Although the algorithm does contain fewer holes than the connected threshold segmenta-

tion approach, it is not able to identify all pixels of the image that show muscle tissue.  

ITK Snap is an open source tool. It provides a variety of image processing tools including seg-

mentation algorithms. We tested the available segmentation algorithms covering region growing, 

c-means clustering and thresholding. 

Figure 3 (d) shows the result for a region growing based segmentation approach. Although the 

seeding can be achieved in an intuitive manner (R4), the algorithm was not able to separate the 

muscles from the left and right leg and contains a lot of missclassifications. 

Figure 3 (e) and (f) show the results for a k-means clustering and a threshold based clustering. 

ITK Snap provides an easy to use adaption of the input parameters (R4), such as number of k 

and the thresholds, but the results are not sufficient due to a variety of misclassifications. 

3D Slicer is an open source tool, that works out of the box similar to ITK Snap. It provides two 

different segmentation approaches. Figure 3 (g) and (h) show the results for a thresholding ap-

proach and a region growing approach. 

Our Approach Figure 3 (i) and (j) show the segmentation results of the presented approach. 

Figure 3 (i)  shows the probabilistic results whereas Figure 3 (j) shows a thresholded result pre-

senting all pixels that contain muscle tissue with a probability of minimum 95 percent. The result 

shows that the presented methods outputs the muscle of the right foot correctly. In case of partial 

volume effects in the input image, the algorithm is able to express the resulting uncertainty (R1). 

Here, the user can decide to adjust their input parameters (R3) as the method is embedded into a 

visual framework. In addition, the presented approach holds the flexibility to re-segment each of 

muscles and therefore introduce the semantic understanding of object composition into the seg-

mentation result. 

We investigated the ability to address the formulated requirements of further open source seg-

mentation tools including ImageJ/FIJI, MITK and the free trial of MIPAR. The results of all 

tested tools show, that these tools lack the ability to handle boundary insufficiencies (R2) and 

express sub-structures of segmentation nodes in their segmentation result (R3). From all tested 

approaches, the only method that is able to capture all mentioned requirements is the presented 

approach. 

Statistical comparison of the segmentation results to achieve the 
groundtruth result 

In order to obtain an objective comparison, we applied a variety of measures to rate method cor-

rectness. First, we utilized the root mean square error of all image pixels when directly compar-

ing all image pixels of a segmentation result with the groundtruth. Second, we computed a ratio 

of correctly determined voxels. Finally, we determined the ratio of false positives and false nega-

tives. The results can be found in Figure 3 (bottom). 
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The results for the root mean square error shows that our proposed approach has the smallest er-

ror in comparison to all other tested segmentation approaches, Figure 3 (bottom). Furthermore, 

our approach had the highest accuracy (98,5%), which is at least 4% more than the other seg-

mentation approaches we compared to. 

When considering the false positives of the tested segmentation results, our approach achieves a 

ratio of 0.005 (0.5%). The second best approach (e)) has a ~2.7% false positives. Finally, when 

considering the ratio of false negatives, our approach again achieves the best results (0.001) in 

comparison to the remaining segmentation approaches. 

The results clearly show, that the accuracy is increased by our proposed method in both settings 

(probabilistic and non-probabilistic), while addressing the needs of biomedical researchers. 

User Study 

In order to show the effectiveness of our approach, a user evaluation was performed. We used a 

questionnaire-based approach where participants were asked to rate segmentation results accord-

ing to different aspects. First, computer science PhD students with and without prior knowledge 

of segmentation algorithms were asked to participate. Next, human biology researchers that are 

using segmentation algorithms during their daily tasks participated in the evaluation. 

In the questionnaire, the participants were asked to review an image of a very simple chair and 

describe it as adequately as possible. The reason for using this chair model was that it does not 

require any domain knowledge since everyone typically is familiar with a chair. All participants 

mentioned the chair and its visible components (4 legs, seat shell, and felt slides). The descrip-

tions made by the participants confirm the theory of human perception where superior objects 

are composed of sub-objects. After that, they had to review a segmentation result that was visu-

ally encoded in four different ways: (1) fixed class-assignment and multi-class segmentation; (2) 

probabilistic class assignment and multi-class segmentation; (3) fixed class assignment and hier-

archical segmentation, and; (4) probabilistic class assignment and hierarchical segmentation (our 

approach). The participants were asked to rate two aspects of the segmentation visualizations: 

the ability of each technique to show segmentation errors (Q1), and; the ability of each technique 

to map to their personal understanding of the object's structure (Q2). The possible scores fol-

lowed a Likert scale ranging from 1 (not at all) to 5  (perfectly).  

Evaluation with Computer Science PhD Students 

In total 24 people participated: 18 men and 6 women. They were asked whether they have issues 

with color-blindness. Only one participant answered with yes, but mentioned it was solely a 

slight red-green blindness. The participants' ages where between 24 and 35. 

The results can be seen in Figure 4 (top). The results for question 1 can be found in the upper 

image where the first four graphs show the resulting rating of the four presented techniques. The 

user experience with segmentation techniques is color coded, where blue means experienced us-

ers and red means inexperienced users. Overall, our method was rated best for the ability of each 

technique to show segmentation errors. Results indicated that experience did not impact the rat-

ing. We also observed that inexperienced users tend to give higher ratings, as observed in the last 

graph showing the average of the ratings. 

The results for the rating of ability of each technique to map the personal understanding of the 

objects structure is shown in the lower part of Figure 4 (top). In the overall rating, method 3 was 

rated best when basing that determination on the average alone. However, there were some par-

ticipants that disliked method 3 whereas there were no participants in those categories for our 

method. Most users reported being distracted by the probabilistic segmentation visualization 

when concentrating on the hierarchical aspect of the segmentation result. This can be explained 

by the fact that the human eye is trained to identify sharp borders. Still, our method is rated very 

well with an average of 4 points. The standard deviation is the lowest of all four methods for 

question 2 indicating a very consistent perception of our approach among the participants. When 

reviewing the difference between experienced and inexperienced users, it can be seen that expe-
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rienced users rated our approach almost as highly as method 3. But again, even among the expe-

rienced users, there were some that disliked method 3. This may indicate that experienced users 

are aware of the benefits of probabilistic segmentation visualizations. Hence, a short training 

phase for our method may be beneficial to enable its full potential. Overall, however, our method 

was accepted at least as well as method 3 considering the negative votes on method 3. 

 

Figure 4: User evaluation of four different segmentation techniques. Method 1: fixed multi-class 
segmentation. Method 2: probabilistic multi-class segmentation. Method 3: fixed hierarchical 
segmentation. Method 4: Our Method. The users reviewed a segmentation containing miss-
classifications performed with the four approaches. Then the users have been asked to rate the 
ability of each technique to represent segmentation errors (top) as well as the ability of each 
technique to map object parts and their composition (bottom). The values for rating on a Likert 
scale ranged from 1 (not at all) to 5 (perfect). The graphs show the rating of each method by the 
user where experienced users are colored in blue and not experienced users in red. The average 
rating is plotted in the last graph for each technique. 
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Evaluation with Human Biology Researchers 

As Figure 4 (bottom) shows, the user acceptance for the presented method is higher when users 

already know the concept of segmentation and have previous experience working with those 

techniques. We examined this finding further by performing a second stage of the evaluation 

considering domain scientists from the human biology area. They are used to segmentation algo-

rithms and work with them on a regular basis. 

In total, 8 domain scientists participated with their age ranging from 23 to 42. The participants 

are PhD students and staff members of a human biology department. During their daily tasks, 

these biologists work with a variety of biomedical image data such as CT and microscopic im-

ages. The priming evaluation example was the same as for the computer science PhD students.  

The results of the evaluation can be reviewed in Figure 4 (bottom). Our method was rated best 

for the ability to indicate segmentation errors as well as the ability to map the user's understand-

ing of the object's structure. In addition, the standard deviation of our method is, in both cases, 

very small. These results show that our method was consistently preferred by users from the bio-

medical domain. 

To show the statistical significance of the outcome of the user study, we performed a series of t-

tests. We tested the statistical significance of the presented approach in comparison to the re-

maining segmentation results from the user evaluation. We performed a one-sided t-test with 

similar standard deviation using the rates from the biomedical experts. As we are targeting this 

group, we are mostly interested in the statistical significance of their ratings. 

When assuming that our method is not significantly better than each of the methods we targeted, 

we can check this hypothesis with the t-test by using a significance value of 5%. Method 1 (re-

sults: Q1: 0.014 and Q2: 0.012) and method 2 (results: Q1: 0.048 and Q2: 0.026), was rated sig-

nificantly better. For method 3 (results: Q1: 0.408 and Q2: 0.149), our method is not rated signif-

icantly better. Still, the overall rate for the presented method is higher than the rating for method 

3. As such, our user studies indicate that our approach is better received among the study partici-

pants. 

We also presented our visualization to users from the biomedical research domain and they were 

very satisfied with the interaction methodologies and the time required to create a segmentation. 

While we did not perform specific measurements on the time of use, the users typically required 

~1 minute to achieve an initial segmentation and additional 5-10 minutes to refine their results. 

This time consumptions are equal for all tested segmentation approaches. 

These results are strengthened by the positive feedback of domain scientists when we demon-

strated our method applied to their datasets. The most promising are listed below: 

"With our current methods we are not able to express uncertainty, and this is a feature we 

really appreciate." 

"My self-defined hierarchy helped me understand the segmentation result." 

"If this method was available for us earlier, we would have been able to produce our results 

faster." 

"I worked with a couple of segmentation approaches before and I was very disappointed, 

that none of them allowed a visual inspection such as the presented approach" 

DISCUSSION 

The presented approach is highly flexible allowing different biomedical image data, such as CT 

and MRI (R1). Furthermore, the underlying concept should be applicable to datasets that are de-

fined on a regular grid. Depending on the underlying image data, users can adjust the utilized 

distance metric. If the metric outputs strongly incorrect results for a voxel to belong to a specific 

class, the presented approach is not able to identify this. For biomedical image segmentation, the 
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geodesic distance outputs suitable results. For specific cases, such as vessel segmentation, 

adapted distance metrics based on the vesselness measure can be utilized. 

The result of the presented approach is a segmentation containing user defined segments that 

shows uncertain regions between different segments (R2). These regions occur between seg-

ments where the underlying approach cannot clearly determine which segment a voxel belongs 

to. This helps users to refine their input, especially the selection of seed points, and therefore re-

fine their segmentation result.  

Users can choose an arbitrary number of resulting segments and seed points, segment magnifica-

tion and the type of transition between these segments, and the type of distance metric used (R3). 

The presented probabilistic multi-class segmentation is embedded in a hierarchical framework 

where users can re-segment arbitrary segments. This results in a hierarchy and, as this hierarchy 

is not created algorithmically, it encodes the user's understanding of perceived objects and their 

composition as related to more complex objects. The presented results show that this is identical 

to the user's way of describing objects in an image. It resembles a hierarchical image semantic 

that encodes a user's mental model of their data. The design of this semantic is very flexible as 

there are no restrictions as to which nodes can be re-segmented or in how many classes each 

layer on the tree is allowed to be contained. In cases where the resulting tree structure is known 

(such as shown in the example of the foot segmentation) the tree could be handed to users and 

the only part left for them to do is to fill it with suitable parameters. In addition to the already 

available parameters, the system could be augmented to allow the use of different metrics for dif-

ferent segmentation nodes. This could be helpful in scenarios where specific structures can be 

described through a metric.  

The approach of hierarchical image semantics is embedded into a visual framework, where users 

can interactively explore their segmentation results and refine it if necessary (R4). In this frame-

work, a two-part visualization (segmentation result visualization and uncertainty visualization) is 

provided. In addition, the hierarchical image semantic is visualized as a tree that can be used for 

navigation by the user. The user can assign different colors to each node in the hierarchical im-

age semantic. Furthermore, users can enable or disable arbitrary nodes or subtrees in the hierar-

chical image semantic visualization. Based on this selection, the segmentation result visualiza-

tion and the uncertainty visualization are updated, which adapts the visualization. Although the 

presented approach requires a training period for the user to become familiar, they rated our ap-

proach as very helpful in expressing the uncertainty of a segmentation result and encoding their 

mental modal. 

CONCLUSION 

Our framework combines the abilities of a probabilistic segmentation approach and a hierar-

chical segmentation approach where users can determine the number of segments, their seed 

points, and further adjust parameters to improve the image segmentation results in biomedical 

applications. The segmentation algorithm is based on a geodesic path approach where arbitrary 

metrics can be used to achieve a segmentation result. In order to map the user's individual recog-

nition, any segment can be re-segmented into more fine-grained components. This re-segmenta-

tion is achieved by propagating the probability of each voxel belonging to the selected segment 

along with the user-defined hierarchy called hierarchical image semantic. This allows an exami-

nation of areas in the segmentation, where the segmentation is uncertain. The presented approach 

is embedded in a visual framework where users can explore their segmentation through intuitive 

interaction with the defined hierarchy. 

The effectiveness of this approach was demonstrated for different biomedical datasets containing 

complex structures. In addition, we performed a user study showing with users from the human 

biology field that the combination of probabilistic and hierarchical segmentation contributed to 

an improved user experience. Al last, the effectiveness of the presented approach was demon-

strated through an extensive comparison with state of the art approaches. 
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